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Risk minimization for policy learning

Given a class of stochastic policies,

$$
\mathcal{F}=\left\{f: \mathcal{X} \times \mathcal{A} \rightarrow \mathbb{R}_{+}: \sum_{a \in \mathcal{A}} f(a \mid x)=1 \text { for all } x \in \mathcal{X}\right\}
$$

and a risk $R$ identifying a best policy $f^{\star}$,

$$
\begin{aligned}
R(f) & =E\left[\sum_{a \in \mathcal{A}} g^{\star}(a \mid X) \times f(a \mid X) \times(-Y(a))\right], \quad \text { all } f \in \mathcal{F} \\
f^{\star} & \in \underset{f \in \mathcal{F}}{\arg \min } R(f)
\end{aligned}
$$

how to learn $f^{\star}$ ?

- Here, $g^{\star}$ serves as a reference action mechanism
- If $g^{\star}(a \mid x)=|\mathcal{A}|^{-1}$ for all $(a, x) \in \mathcal{A} \times \mathcal{X}$, then $R(f)$ is minus the value of policy $f$

How to learn $f^{\star}$ ?
Recall that

$$
\begin{aligned}
R(f) & =E\left[\sum_{a \in \mathcal{A}} g^{\star}(a \mid X) \times(-Y(a)) \times f(a \mid X)\right], \quad \text { all } f \in \mathcal{F} \\
f^{\star} & \in \underset{f \in \mathcal{F}}{\arg \min } R(f)
\end{aligned}
$$

Introduce

- the loss function $f \mapsto \ell(f)$ such that $\ell(f)(x, a, y)=-y \times f(a \mid x)$
- the importance-sampling-weighted empirical risk

$$
\widehat{R}_{T}(f)=\frac{1}{T} \sum_{t=1}^{T} \frac{g^{\star}\left(A_{t} \mid X_{t}\right)}{g_{t}\left(A_{t} \mid X_{t}\right)} \times \ell(f)\left(X_{t}, A_{t}, Y_{t}\right), \quad \text { all } f \in \mathcal{F}
$$

- key-fact: $E\left[\frac{g^{*}\left(A_{t} \mid X_{t}\right)}{g_{t}\left(A_{t} \mid X_{t}\right)} \times \ell(f)\left(X_{t}, A_{t}, Y_{t}\right)\right]=R(f)$ (proof)

Define the estimator

$$
\widehat{f}_{T} \in \underset{f \in \mathcal{F}}{\arg \min } \widehat{R}_{T}(f)
$$

How to study $\widehat{f}_{T}$ ?
We wish to control the excess risk of $\widehat{f}_{T}$,

$$
0 \leq R\left(\widehat{f}_{T}\right)-R\left(f^{\star}\right) \leq ?
$$

Main challenge: controlling the martingale sequence difference

$$
f \mapsto \frac{1}{T} \sum_{t=1}^{T} \frac{g^{\star}\left(A_{t} \mid X_{t}\right)}{g_{t}\left(A_{t} \mid X_{t}\right)} \xi_{t}(f)
$$

with $\xi_{t}(f) \sigma\left(X_{1}, A_{1}, Y_{1}, \ldots, X_{t-1}, A_{t-1}, Y_{t-1}\right)=\mathcal{S}_{t}$-measurable such that $E\left[\xi_{t}(f) \mid \mathcal{S}_{t}\right]=0$

- Need to introduce a notion of sequential bracketing entropy

Our proof adapts that of van Handel (2011)

- Utmost care in handling the deterministic sequence $\left(\gamma_{t}\right)_{t \geq 1}$ defined such that

$$
\left\|\frac{g^{\star}}{g_{t}}\right\|_{\infty} \leq \gamma_{t}, \quad t \geq 1
$$

## Theorem

Suppose that

- $\left|Y_{t}\right| \leq M$ for all $t \geq 1$
- $\ell(\mathcal{F})$ has finite $\|\cdot\|_{\infty^{-}}$and $\|\cdot\|_{2, g^{\star}}$-diameters
- there exists $p>0, p \neq 2$, such that $\log N_{[\cdot]}\left(\varepsilon M, \ell(\mathcal{F}),\|\cdot\|_{2, g^{\star}}\right) \lesssim \varepsilon^{-p}$ for all $\varepsilon>0(A)$

Define

$$
\gamma_{T}^{\operatorname{avg}}=\frac{1}{T} \sum_{t=1}^{T} \gamma_{t}, \quad \gamma_{T}^{\max }=\max _{t \leq T} \gamma_{t}
$$

Then, for all $\delta \in] 0, \frac{1}{2}[$, with probability at least $(1-\delta)$,

$$
0 \leq R\left(\widehat{f}_{T}\right)-R\left(f^{\star}\right) \lesssim M\left\{\left(\frac{\gamma_{T}^{\text {avg }}}{T}\right)^{1 / p} 1\{p>2\}+\sqrt{\frac{\gamma_{T}^{\text {avg }}}{T}} \sqrt{\log \left(\frac{1}{\delta}\right)}+\frac{\gamma_{T}^{\max }}{T} \log \left(\frac{1}{\delta}\right)\right\}
$$

- If $p=2$, same as case $p>2$ with polylog terms
- (A) quantifies the complexity of $\mathcal{F}$
- $p<2$, Donsker class
- $p>2$, possibly non-Donsker class (bigger than Donsker)
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## Faster rates

Define

$$
\begin{aligned}
\mu(a, X) & =E(Y(a) \mid X), \quad \text { all } a \in \mathcal{A} \\
\mu^{\star}(X) & =\max _{a \in \mathcal{A}} \mu(a, X)
\end{aligned}
$$

and $a^{\star}(X)$ such that $\mu\left(a^{\star}(X), X\right)=\mu^{\star}(X)$
Suppose that

- $R\left(f^{\star}\right)=-E\left[\mu^{\star}(X)\right]$ (the class $\mathcal{F}$ is well-specified)
- margin assumption: there exists $\nu>0$ such that, for all $s>0$,

$$
P\left(0<\mu^{\star}(X)-\max _{a \neq a^{\star}(X)} \mu(a, X) \leq s\right) \lesssim s^{\nu}
$$

Consider for simplicity the same adaptive experiment as in the corollary, with $t^{-\beta}$-greedy exploration, and the case that $p$ is very small. Then, for all $\delta \in] 0, \frac{1}{2}[$, with probability at least $(1-\delta)$,

$$
0 \leq E\left[R\left(\widehat{f}_{T}\right)-R\left(f^{\star}\right)\right]=O\left(T^{-\left(\frac{1}{2}+\frac{\beta}{2}\right) \times \frac{2+2 \nu}{2+\nu}}\right)
$$
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& =E\left[\sum_{a \in \mathcal{A}} g^{\star}\left(A_{t} \mid X_{t}\right) \times L(f)\left(X_{t}, A_{t}\right)\right]
\end{aligned}
$$

Introduce $L(f)\left(A_{t}, X_{t}\right)=E\left[\ell(f)\left(X_{t}, A_{t}, Y_{t}\right) \mid A_{t}, X_{t}\right]$. It holds that

$$
\begin{aligned}
& E\left[\frac{g^{\star}\left(A_{t} \mid X_{t}\right)}{g_{t}\left(A_{t} \mid X_{t}\right)} \times \ell(f)\left(X_{t}, A_{t}, Y_{t}\right)\right] \\
& =E\left[\frac{g^{\star}\left(A_{t} \mid X_{t}\right)}{g_{t}\left(A_{t} \mid X_{t}\right)} \times L(f)\left(X_{t}, A_{t}\right)\right] \\
& =E\left[\left(\sum_{a \in \mathcal{A}} 1\left\{A_{t}=a\right\}\right) \times \frac{g^{\star}\left(A_{t} \mid X_{t}\right)}{g_{t}\left(A_{t} \mid X_{t}\right)} \times L(f)\left(X_{t}, A_{t}\right)\right] \\
& =\sum_{a \in \mathcal{A}} E\left[\mathbf{1}\left\{A_{t}=a\right\} \times \frac{g^{\star}\left(a \mid X_{t}\right)}{g_{t}\left(a \mid X_{t}\right)} \times L(f)\left(X_{t}, a\right)\right] \\
& =\sum_{a \in \mathcal{A}} E\left[P\left\{A_{t}=a \mid X_{t}\right\} \times \frac{g^{\star}\left(a \mid X_{t}\right)}{g_{t}\left(a \mid X_{t}\right)} \times L(f)\left(X_{t}, a\right)\right] \\
& =\sum_{a \in \mathcal{A}} E\left[g_{t}\left(a \mid X_{t}\right) \times \frac{g^{\star}\left(a \mid X_{t}\right)}{g_{t}\left(a \mid X_{t}\right)} \times L(f)\left(X_{t}, a\right)\right] \\
& =E\left[\sum_{a \in \mathcal{A}} g^{\star}\left(A_{t} \mid X_{t}\right) \times L(f)\left(X_{t}, A_{t}\right)\right] \\
& =E\left[\sum_{a \in \mathcal{A}} g^{\star}\left(A_{t} \mid X_{t}\right) \times \ell(f)\left(X_{t}, A_{t}, Y_{t}\right)\right]=R(f)
\end{aligned}
$$

